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Institute for Machine Learning & LIT AI Lab

● Head: Prof. Sepp Hochreiter

● 1 Assistant Professor & 8 Postdocs

● More than 35 PhD Students

● Research focus: Machine Learning, Deep Learning

● Initiated Austria’s first AI Study Program at JKU

● LIT AI Lab at JKU:

− 6 groups (Deep Learning, Computer Vision, Logical Reasoning, Pervasive 

Computing, Software Engineering, Symbolic Computing)

− PhD School





European Artificial Intelligence Initiative

http://www.ellis.eu

http://www.ellis.eu


Deep Learning – Deep Neural Networks
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− Feedback = total gradient: proportional to product of all individual 
gradients

− The more layers, the smaller the total gradient
− “Vanishing Gradient Problem”
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● Multiple (hidden) layers 
in artificial neural network

● Gradient descent 
minimizes error



• Generator network tries to fake images

• Discriminator network tries to 
distinguish between real and fake

• Both networks get better and better 
while training against each other NVIDIA (2018)

Generative Adverserial Networks (GANs)



Quantum Optical Experiments Modeled by LSTM

• Reverse problem in quantum optics: which setups produce interesting (maximally entangled, 
high-dimensional) quantum states?

• Brute-force solution: Random search of setups
• Improvement: train LSTM network with millions of examples



ETH Zürich (2017)

Reinforcement Learning

• Agents take actions in an environment to maximize 
reward (optimal control theory), e.g.

for drone: not crashing
in Go: winning the game

• At JKU: RUDDER (Return Decomposition for 
Delayed Rewards) [NeurIPS 2019]



Recent Publications: SELU, RUDDER, FID, Modern 
Hopfield Networks, Coulomb GAN, CLOOB …

9https://www.jku.at/en/institute-for-machine-learning/research/publications/overview/ 

https://www.jku.at/en/institute-for-machine-learning/research/publications/overview/


AI in Life Science: Drug design, chemistry, 
molecular biology, medicine, healthcare

10
https://www.jku.at/en/linz-institute-of-technology/research/research-labs/artificial-intelligence-laboratory/ai-in-life-sciences-group/
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https://www.jku.at/en/linz-institute-of-technology/research/research-labs/artificial-intelligence-laboratory/ai-in-life-sciences-group/


Topics of Research

● Deep Learning
● Generative Models (GANs, VAE)
● Reinforcement Learning
● Transformers
● Modern Hopfield Networks
● Few-Shot Learning
● Meta-Learning

● Climate / Earth Science
● Planetary Science
● Physics: Classical & Quantum
● Autonomous Driving
● Drug Discovery / Life Science
● Industrial Applications
● Manufacturing 
● Signal Processing (SAL)
● Chip Design (SAL)
● Certification of ML (TÜV)



Bachelor Theses

● Ideally an extension of the Practical Work project
● Familiarize with the relevant literature
● Formulate project objectives, research goals
● Design and conduct computational experiments
● Analyze experimental results and interpret them
● Write a Bachelor thesis:

○ scientific style & structure
○ 15-30 pages
○ standardized layout

● No oral presentation



Bachelor Theses Topics from last year



Seminar in AI - Hochreiter, Lehner (3 ECTS)

● Choose one paper from a list of recent ML-Papers 
○ NeurIPS (Neural Information Processing Systems)
○ ICML (Int. Conf. on Machine Learning)
○ ICLR (Int. Conf. on Learning Representations)

● Read, understand and analyse the paper
● Gather additional information as needed (!!) from textbooks or other papers
● Prepare slides and present the paper in a talk
● Explain the theory and mathematics in an understandable way
● Highlight novelty and achievements, pinpoint weaknesses
● Be prepared for a deep discussion about the paper
● Hand in a short report in scientific writing style



Seminar Papers from last year



 

Questions?

THANK YOU


